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Abstract. In recent years, the information overload caused by the new

media has made the shortcomings of traditional Information Retrieval

increasingly evident. Practical needs of industry, government organiza-

tions and individual users alike push the research community towards

systems that can exactly pinpoint those parts of documents that contain

the information requested, rather than return a set of relevant docu-

ments. Answer Extraction (AE) systems aim to satisfy this need. In this

article we discuss the problems faced in AE and present one such system.

1 Introduction

Traditional Information Retrieval (IR) techniques provide a very useful solution
to a classical type of information need, which can be described with the scenario
of \EssayWriting". The user needs to �nd some information and backup material
on a particular topic, and she will sift through a number of documents returned
by the IR system. This assumes that the user has suÆcient time to elaborate
and extract the relevant information from a number of documents.1 However,
a di�erent type of information need is becoming increasingly more common,
namely one where the user has to solve a speci�c problem in a technical domain,
which requires �nding precise information of a limited size. This could be called a
\Problem Solving" scenario. A very �tting example is that of technical manuals.
Imagine the situation of an airplane maintenance technician who needs to operate
on a defective component which is preventing an airplane from starting. He needs
to swiftly locate in the maintenance manual the speci�c procedure to replace
that component. What users really need in this situation are systems capable of
analyzing a question (phrased in Natural Language) and searching for a precise
answer in document collections.

In this paper we discuss the general problem of Question Answering (QA) and
focus on a simpler task, Answer Extraction (AE), as a building block towards

1 It has been often observed that traditional Information Retrieval should rather be

called \Document Retrieval".



the more ambitious goal of QA. We also brie
y describe an AE system that is
used to solve a real world problem. In section 2 we compare QA, as de�ned in the
TREC competitions [26, 28], with AE. Section 3 presents the ExtrAns system
whereas section 4 evaluates it. In section 5 we survey the related work.

2 Question Answering and Answer Extraction

There are di�erent levels of performance that can be expected from a Question
Answering system, and a classi�cation is not easy. However, a �rst broad distinc-
tion can be made on the basis of the type of knowledge that the system employs,
which ultimately determines which questions the system can answer.

An ideal system would return a grammatically well-formed surface string
generated from a non-linguistic knowledge base in response to a natural lan-
guage query. Unfortunately, many problems in the Knowledge Representation
�eld are still to be solved and a comprehensive repository of world knowledge is
not available.2 What is achievable are systems that acquire their knowledge only
from the target data (the documents to be queried). Such a system may allow
inferences at the local/linguistic level or across multiple or single texts, depend-
ing on the task at hand. Systems employing only knowledge found explicitly in
the documents should be called, in our opinion, \Answer Extraction Systems"
whereas the term \Question Answering" should be reserved for systems making
use of wider inferential capabilities.

The complexity of an Answer Extraction system could be de�ned in terms
of the kind of transformations that it allows over the user query. The most sim-
ple approach would be to allow only syntactic variants (such as active/passive),
while more sophisticated approaches would gradually include detection of syn-
onyms and of more complex lexical relations among words such as thesaurus
relationships like \subdirectory is a subtype of directory" as well as textual
references (pronouns, de�nite noun phrases), and �nally the use of meaning pos-
tulates (such as \if something is installed in some place, then it is there").

The focus of the TREC competitions has been predominantly factual (non-
generic, extensional) questions about events, geography and history, such as
\When was Yemen reuni�ed?" or \Who is the president of Ghana?". It has
been observed repeatedly that many such questions would better be directed at
encyclopedias rather than at newspaper articles. Questions concerning rule-like
or de�nitional knowledge (generic, intensional questions), such as \How do you

stop a Diesel engine?" or \What is a typhoon?" have received less attention.3

As technical documents consist almost exclusively of generic statements it is this
type of question on which we have focused our attention.

2 Despite some commendable e�orts in this direction [17].
3 Although a small number of them were included in the QA track of TREC-9 and

TREC-10.
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Fig. 1. Architecture of the ExtrAns system

3 A brief Presentation of ExtrAns

Over the past few years our research group has developed an Answer Extraction
system (ExtrAns) that works by transforming documents and queries into a
semantic representation called Minimal Logical Form (MLF) [21] and derives
the answers by logical proof from the documents. A full linguistic (syntactic and
semantic) analysis, complete with lexical alternations (synonyms and hyponyms)
is performed. While documents are processed in an o�-line stage, the query is
processed on-line (see Fig. 1).

Two real world applications have so far been implemented with the same
underlying technology. The original ExtrAns system is used to extract answers
to arbitrary user queries over the Unix documentation �les (\man pages"). A
set of 500+ unedited man pages has been used for this application. An on-line
demo of ExtrAns can be found at the project web page.4

More recently we tackled a di�erent domain, the Airplane Maintenance Man-
uals (AMM) of the Airbus A320, which o�ered the additional challenges of an
SGML-based format and a much larger size (120MB).5 Despite being developed
initially for a speci�c domain, ExtrAns has demonstrated a high level of domain
independence.

As we work on relatively small volumes of data we can a�ord to process (in an
o�-line stage) all the documents in our collection rather than just a few selected
paragraphs. Clearly in some situations (e.g. processing incoming news) such an
approach might not be feasible and paragraph indexing techniques would need
to be used. At the moment we have a preselection mechanism which is based on a
loose matching of question concepts against the stored semantic representations
of the documents. Our current approach is particularly targeted to small and

4 http://www.ifi.unizh.ch/cl/extrans/
5 Still considerably smaller than the size of the document collections used for TREC.



medium sized collections. For larger collections an initial preselection module
would be unavoidable.

In the present section we will brie
y describe the ExtrAns system and provide
examples from the two applications. Further details can be found in [20{22].

3.1 Lexical and Syntactic Analysis

The document sentences (and user queries) are syntactically processed with
the Link Grammar (LG) parser [25] which uses a dependency-based grammar.
A corpus-based approach [3] is used to deal with ambiguities that cannot be
solved with syntactic information only, in particular attachments of preposi-
tional phrases, gerunds and in�nitive constructions.

ExtrAns adopts an anaphora resolution algorithm [16] that was originally
applied to the syntactic structures generated by McCord's Slot Grammar [18].
So far the resolution is restricted to sentence-internal pronouns but the same
algorithm can be applied to sentence-external pronouns too.

A small lexicon of nominalizations is used for the most important cases. The
main problem here is that the semantic relationship between the base words
(mostly, but not exclusively, verbs) and the derived words (mostly, but not ex-
clusively, nouns) is not suÆciently systematic to allow a derivation lexicon to
be compiled automatically. Only in relatively rare cases is the relationship as
simple as with \to edit <a text>" $ \editor of <a text>"/\<text> editor", as
the e�ort that went into building resources such as NOMLEX [19] also shows.

Recently, we have integrated a new module which is capable of identifying
previously detected multi-word domain-speci�c terminology (stored in a separate
external DB) and processing them as single syntactical units. One of the positive
e�ects is that the complexity of parsing the manual is considerably reduced (in
some instances by as much as 50%).

User queries are processed on-line and converted into MLFs (possibly ex-
panded by synonyms) and proved by refutation over the document knowledge
base. Pointers to the original text attached to the retrieved logical forms allow
the system to identify and highlight those words in the retrieved sentence that
contribute most to that particular answer [22]. An example of the output of
ExtrAns can be seen in Fig. 2. When the user clicks on one of the answers pro-
vided, the corresponding document will be displayed with the relevant passages
highlighted.

When no direct proof for the user query is found, the system is capable of
relaxing the proof criteria in a stepwise manner. First, hyponyms of the query
terms will be added, thus making it more general but still logically correct. If
that fails, the system will attempt approximate matching, in which the sentence
with the highest overlap of predicates with the query is retrieved. The (par-
tially) matching sentences are scored and the best �ts are returned. In the case
that even this method does not �nd suÆcient answers the system will attempt
keyword matching, in which syntactic criteria are abandoned and only informa-
tion about word classes is used. This last step corresponds approximately to a
traditional passage-retrieval methodology with consideration of the POS tags.



Fig. 2. An example of the output of ExtrAns

It is important to note that, in the strict mode, the system �nds only logically
correct proofs (within the limits of what MLFs can represent; see below), i.e. it
is a high precision AE system.

3.2 Semantic Analysis

The meaning of the documents and of the queries produced by ExtrAns is ex-
pressed by means of Minimal Logical Forms (MLFs) [24]. The MLFs are designed
so that they can be found for any sentence (using robust approaches to treat
very complex or ungrammatical sentences), and they are optimized for NLP
tasks that involve the semantic comparison of sentences, such as AE.

The main feature of the MLFs is the use of rei�cation to achieve 
at expres-
sions. As opposed to Hobb's ontologically promiscuous semantics [12], where ev-
ery predicate is rei�ed, for the time being we apply rei�cation to a very limited
number of types of predicates, in particular to objects, eventualities (events or
states), and properties.6 That way we can represent event modi�ers, negations,
higher order verbs, conditionals, and higher order predicates.

The expressivity of the MLFs is minimal in the sense that the main syntactic
dependencies between the words are used to express verb-argument relations,
and modi�er and adjunct relations. However, complex quanti�cation, tense and
aspect, temporal relations, plurality, and modality are not expressed. One of the
e�ects of this kind of underspeci�cation is that several natural language queries,
although slightly di�erent in meaning, produce the same logical form.

The MLFs are expressed as conjunctions of predicates with all the variables
existentially bound with wide scope. For example, the MLF of the sentence \cp
will quickly copy the �les" is:

(1) holds(e4), object(cp,o1,x1), object(s command,o2,x1), evt(s copy,e4,[x1,x6]),
object(s �le,o3,x6), prop(quickly,p3,e4).

In other words, there is an entity x1 which represents an object of type
cp and of type command, there is an entity x6 (a �le), there is an entity e4,

6 Another related approach is that taken in Minimal Recursion Semantics [6].



which represents a copying event where the �rst argument is x1 and the second
argument is x6, there is an entity p3 which states that e4 is done quickly, and
the event e4, that is, the copying, holds. The entities o1, o2, o3, e4, and p3 are
the result of rei�cation. The rei�cation of the event, e4, has been used to express
that the event is done quickly. The other entities are not used in this MLF, but
other more complex sentences may need to refer to the rei�cation of objects
(non-intersective adjectives) or properties (adjective-modifying adverbs).

ExtrAns' domain knowledge determines that cp is a command name, and the
words de�ned in the thesaurus will be replaced with their synset code (here rep-
resented as s command, s copy, and s �le). We have developed a small domain-
speci�c thesaurus based on the same format as WordNet [7].

The MLFs are derived from the syntactic information produced by Link
Grammar (LG) [25]. The methodology to produce the MLFs is relatively simple,
one only needs to follow the main dependencies produced by the LG. However,
as has been said elsewhere [21], the internal complexities of the dependency
structures produced by the LG must be taken into account when producing
the MLFs. The LG has a robust component that makes it possible to return
structures even if the sentences are too complex or ungrammatical. The resulting
structures can still be processed by ExtrAns and the corresponding MLFs are
produced, possibly extended with special predicates that mark the unprocessed
words as \keywords".

ExtrAns �nds the answers to the questions by forming the MLFs of the
questions and then running Prolog's default resolution mechanism to �nd those
MLFs that can prove the question. Thus, the logical form of the question \which

command can duplicate �les?" is:

(2) object(s command,O1,X1), evt(s copy,E1,[X1,X2]), object(s �le,O2,X2)

The variables introduced in a question MLF are converted into Prolog vari-
ables. The resulting MLF can be run as a Prolog query that will succeed provided
that the MLF of the sentence \cp will quickly copy the �les" has been asserted.
A sentence identi�er and a pointer (indicating the tokens from which the predi-
cate has been derived) are attached to each predicate of a MLF in the knowledge
base. This information matches against additional variables attached to the pred-
icates in the question (not shown in the example above) and is eventually used
to highlight the answer in the context of the document (see Fig. 2). The use of
Prolog resolution will �nd the answers that can logically prove the question, but
given that the MLFs are simpli�ed logical forms converted into 
at structures,
ExtrAns will �nd sentences that, logically speaking, are not exact answers but
are still relevant to the user's question, such as: \cp copies �les", \cp does not

copy a �le onto itself", \if the user types y, then cp copies �les".
In our view MLFs open up a potential path to a stepwise development of a

question answering system by allowing monotonically incremental re�nements of
the representation without the need to destruct previous partial information [24].
While MLFs specify the core meaning of sentences they leave underspeci�ed
those aspects of semantics that are less relevant or too hard to analyse, for the
time being.
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4 Evaluation

We conducted two di�erent kinds of evaluation, one designed to compare the
original ExtrAns system against a standard IR system, and one designed to give
us a feeling for the portability of ExtrAns to a new domain. For the initial eval-
uation we used a set of 30 queries over 500 manual pages. The system chosen for
the comparison was Prise, a system developed by NIST [10]. Since Prise returns
full documents, we used ExtrAns' tokenizer to �nd the sentence boundaries and
to create independent documents, one per sentence in the manual pages. Then
Prise was run with our set of queries, which lead to an average of 908 hits per
query. The set of all correct answers was compiled mainly by hand. As Prise
provides a ranked output, in order to compute precision and recall one has to
select a cut-o� value (n). The combined plot of pairs computed for each n did
not show signi�cant di�erences with the plot for n = 100: the values for Extr-
Ans were nearly the same, and for Prise, the number of recall and precision pairs
increased but the area with the highest density of points remains the same. We
will therefore concentrate on the plot for n = 100.

Fig. 3 shows that precision is in general higher for ExtrAns than for Prise,
and that Prise has better recall values. In the upper right corner, we can see a
higher density of ExtrAns' values which is likely to shift to the left if we use a less
restricted set of queries. The fact that ExtrAns never stopped at the hyponym
and keyword search is also related to the actual query set. If the queries were
more complex, we would have some recall and precision pairs corresponding to
the keyword search, and this would probably cause a lower overall precision.

When we started to work on a new domain we designed a simple evaluation
framework, to test the domain independence of the system. Our porting to the



domain of Airbus Maintenance manuals did not involve modi�cation of any
linguistic component, but simply of the I/O interfaces of the system and the
development of a new tokenizer capable to deal with SGML/XML markup. We
selected semi-randomly 100 sentences from the data documents and prepared
100 questions to which those sentences could be an answer. When the port was
complete we tested the questions and we obtained the expected answer on 84%
of them, in another 9% of cases we obtained a correct answer, di�erent from the
one we expected, in 7% of cases we did not obtain a correct answer. We are now
in the process of analyzing these results. We are also planning a similar type
of evaluation with questions directly formulated by the potential users of the
system (which might not have a straightforward answer in the manual).

5 Related Work

IR techniques can be used to implement QA/AE systems, by applying them
at the passage or sentence level. Portions of text with the maximum overlap of
question terms contain, with a certain probability, an answer. The relevance of
the passages is almost invariably determined on the basis of the weights assigned
to individual terms, and these weights are computed from term frequencies in
the documents (or passages) and in the entire document collection (the tf/idf

measure). Since this measure is blind to syntactic (and hence semantic) relation-
ships it does not distinguish between hits that are logically correct and others
that are purely coincidental. \Bag of words" approaches will never be able to
distinguish di�erent strings that contain the same words in di�erent syntactic
con�gurations, such as \absence of evidence" and \evidence of absence".

Results from the two �rst TREC Question Answering Tracks [26, 28] showed
clearly that traditional IR techniques are not suÆcient for satisfactory Answer
Extraction. When the answer is restricted to a very small window of text (50
bytes), systems that relied only on those techniques fared signi�cantly worse
than systems that employed some kind of language processing.

More successful approaches employ special treatment for some terms [8] (e.g.
named entity recognition [14]) or a taxonomy of questions [13]. There appears
to be some convergence towards a common architecture which is based on four
core components [1, 23]. Passage Retrieval [4] is used to identify paragraphs (or
text windows) that show similarity to the question (according to some system
speci�c metric), a Question Classi�cation module is used to detect possible an-
swer types [11], an Entity Extraction module [15] analyzes the passages and
extracts all the entities that are potential answers and �nally a Scoring mod-
ule [2] ranks these entities against the question type, thus leading to the selection
of the answer(s).

The systems that obtained the best results in the QA track of TREC have
gradually moved into NLP techniques, such as semantics and logical forms. Fal-
con [9] (the best performing system in TREC-9) performs a complete analysis of
a set of preselected paragraphs for each query and of the query itself and creates,
after several intermediate steps, a logical representation inspired by the notation



proposed by Hobbs [12]. Another similarity between ExtrAns and Falcon is that
both build a semantic form starting from a dependency-based representation of
the questions, although the syntactic analysis in Falcon is based on a statistical
parser [5] while we use a dependency parser. As for the type of inferencing used,
while ExtrAns uses standard deduction (proving questions over documents), Fal-
con uses an abductive backchaining mechanism to exclude erroneous answers.

6 Conclusion

In this article we have proposed as a �rst step towards Question Answering a
more restricted kind of task for which we suggest the use of the term \Answer
Extraction". We have described the di�erences between QA and AE and have
presented an example of an AE system.

If Answer Extraction is to perform satisfactorily in technical domains over
limited amounts of textual data with very little redundancy it must make max-
imal use of the information contained in the documents. This means that the
meaning of both queries and documents must be taken into account, by syntactic
and semantic analysis. Our fully functioning AE system, ExtrAns, shows that
such applications are within the reach of present-day technology.
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