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Abstract

The current tendency in Question Answering is talsahe processing of large volumes of open-
domain text. This inclination is spurred by theation of the Question Answering track in

TREC, and the recent increase of systems that heseMeb to extract the answers to the
questions. This undoubtedly has the advantagentivabw, application-specific concerns can be
overlooked in favour of more general approacheswever, the unconstrained nature of the
domain and questions does not necessarily leagisteras that are better at specific tasks that
may be required in a deployed application. By astirthe non-redundant nature of most
technical documentation and the use of domain Bpemiblanguage and terminology makes
them unsuitable to (some of) the approaches setire ifREC QA competition. We discuss the

specific nature of technical documentation, witharples from real domains (e.g. the

Maintenance Manual of a commercial aircraft) ahgsttate solutions that have been adopted in
a QA system.

1. Introduction

Technical documents are very often the only refidbiowledge sources
about complex products. Documents are the cerggaisitory of information
otherwise distributed among numerous experts iaraerprise. To utilize these
knowledge sources, methods are needed to answestiange over texts in
specific problem situations quickly and with higlegision. Research in the area
of Question Answering over texts has been promaotetthe last few years in
particular by the Question Answering track of thexiT REtrieval Conference
(TREC QA) competitions (Voorhees, 2001). The TREA competitions focus
on open-domain systems, i.e. systems that cannfpaitg) answer any generic
guestion. As these competitions are based on lachemes of text, the
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competing systems cannot afford to perform reseoorsuming tasks and
therefore they usually resort to a relatively shalltext analysis. Very few
systems try to do more than skim the surface otdéke In contrast, a question
answering system working on technical documents da¢ have to handle very
large volumes of text. It can also take advantaigthe formatting and style
conventions in the particular text (defined quitiéecHy in technical documents)
and can make use of the specific domain-dependemirtology (Rinaldi et al.,

2003). In other words, technical documentatiorovedl deeper processing
strategies which might lead to more accurate resals we will see in this
chapter.

However, technical domains present the additiomablpm of “domain
navigation”. Unfamiliarity with domain terminologyften results in imprecise or
even faulty questions. A useful QA system mustttryfix this by detecting
terminological variants and exploiting the relasorbetween terms (like
synonymy, meronymy, antonymy).

In this chapter we will first explore (section Betpeculiarities of technical
documentation. The central role that terminolo¢gyp in technical domains
(parallel to the role of Named Entities in Open-RamQuestion Answering)
will be explored in section 3. As an example o fbractical application of
Question Answering in technical domains we thersgmé (section 4) a real-
world system (ExtrAns), specifically designed fechinical domains.

2 What's special about Technical Documentation?

Technical documentation is a low-volume/high-vatyge of text (Hess et
al., 2002). In both respects this is the exacibosfip of newswire or newspaper
texts whose volume is huge but whose value is mipded declines rapidly after
a few days. These differences have a deep impeitteoway such texts must be
processed, as we will see in this section.

High Value. Technical documentation is a very important tgpéext. No
technical artefact (from equipment, appliance,am to hardware and software
to complete factory or plant) comes without techhaocumentation. The more
complex a technical artefact is, the more importaatdocumentation becomes.
In safety-critical fields (such as aircraft mairdene) a lack in correctness,
completeness or consistency of the relevant teahidicgcumentation can have
extremely serious legal consequences.
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Low Volume. Despite their importance, technical texts angtéd in size.
The main UNIX commands are explained in slightlyrenthan 500 man pages,
and many of these man pages contain only a fewesea$. Similarly, the
Aircraft Maintenance Manual (AMM) of the Airbus AB2s about 120 MB in
terms of pure text, which is at least one ordemafnitude inferior to the well
over a gigabyte of text used in the TREC confererfe@orhees, 2001).

2.1 Peculiarities of Technical Documentation

Technical documentation is particular because sf dbmmunicative
function. Technical texts describe knowledge almmuncepts and principles and
explain how to use this knowledge to do things &mdolve problems in a
specific domain. They hardly ever refer to fackvefpts, objects) that are
uniguely located in space and time, unlike newspépds. Nevertheless, the
objects they refer to can normally be identifiedquely (ultimately, by parts
numbers). All this makes such texts easier togg®én some respects (no need
for named entity recognition or for temporal comesations) but more difficult
in others (no situational context available to dibayuate).

Conciseness Concepts are expressed in technical documerts only
and in a concise form. There is no room for da@undancy. The user is
expected to find the information in one specificrtpaf the manual only.
Therefore, if a question-answering system faildébect a specific nugget of
information in one part of a document, it will higrdbe able to find a passage
elsewhere containing the same information.

Structuring. Technical documents are typically well-structurd-or
example, the sections of the AMM are divided intagters numbered according
to a standard coding schema. Each chapter isatividto sections, and the
numbering of these sections has been standardzetias, for example, the
pageblock number 02 of any section of any chapembout maintenance
practices, and pageblock number 03 is always aBeuticing. This rigid
structuring of such texts facilitates easy accesthé specific information that
the user is looking for.

1 In open-domain QA an important problem is thathef temporal validity of the answers which
might require all information to be time stampegk €hapter 11.
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Formatting conventions Technical text also abounds in formatting
conventions. For example, cross-references ilAMi®1 and the man pages are
standardized, to the extent that browser softwarghfese manuals can readily
use the specific format to convert the cross-refege into hyperlinks.
Unfortunately, such typesetting conventions areesnély idiosyncratic. What is
printed in italics in one manual is rendered indf@te in the next. Completely
parameterizable high-performance tokenizers and e zadentifiers are
indispensable in any system that processes suth tex

Terminology. Terminology is ubiquitous in technical texts. vely
technical domain has its own terminology, and sgee&d terminology is
unlikely to be included in general lexical resosrdike WordNet (Fellbaum,
1998). Since resources like general grammars aqichlenay fail to adequately
handle expressions containing these different sagk the terms, the
terminology needs always to be built up in relatiothe technical domain.

Clarity, simplicity, and reduced ambiguity. The very nature of technical
text dictates that the sentences should be easyderstand. This is certainly the
case in the AMM which is written in a controlledtumal language in order to
ease the understanding of operational and fundtimstéructions by technical
staff. This simplified form of English is not onbasier to read by humans but
also easier to process by a computer because titense structure is less
complex and there are fewer word sense ambiguities.

2.2 The Aircraft Maintenance Manual (AMM)

The controlled language used in the AMM of the ABbA320/330 is
AECMA'’s Simplified English, a standard for Englidmguage documentation
in the aerospace industry (AECMA 2001). Simplifiedglish distinguishes two
writing styles: declarative writing and proceduvaiting. Each section in the
AMM starts with a declarative description of a urhd then describes
operational and functional procedures that aressacg to maintain this unit.

From a cognitive point of view this structure makekot of sense for the
human reader of the document since the acquisitiggrocedural knowledge is
always dependent upon the existence of declarktiovledge and the repeated
use of procedures or actions.

Declarative writing has a relatively large propomtiof text consisting of
full sentences. Still, there are a number of hgth incomplete sentences. In
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LAVATORY SMOK E DETECTORS

A smoke detection system is installed to detectkenamd/or fire in the lavatories. If smc
is detected, the system gives a visual and auralimgto the flight crew. This system
made-up of:

*  One smoke detector for each lavatory,

* The Smoke Detection Control Unit (SDCU).

Figure 1. Example of Declarative Writing

the example in figure 1 the list elements are allimphrases with a parallel
structure. The relation between the elements distaand the preceding
paragraph can be ascertained from the last sentdrtbe paragraph. Thus, the
last sentence in the first paragraph determinesttigaelements of the first list
are the main parts that the smoke detection systersists of. As the paragraph
also shows, consistent use of terminology is ¥dalnderstand the description.

The use of a low-ambiguity simplified English makiesomparatively
simple to find the underlying logical form of easentence, as the system
described later in this chapter will show. Furthere, the use of a clear
structuring of the text enables the use of textecehce and discourse structure
techniques. These features, together with thdivelg low volumes of text
under consideration, make technical texts a verypdgaandidate for
experimenting with natural language processingrtegles.

2.3 Why typical TREC techniques will not work

The processing of technical text has an enormoastipal potential,
especially in cases like the AMM where a quick soluto a technical problem
can make a difference between departing on timeartiag late, or even
cancelling the flight. However, techniques geamgards domain-independent
question answering over newswire text or web pagesot take full advantage
of the particularities of technical texts. Thisestainly the case with most of the
main techniques employed in the Question-Answeriack of TREC:

« Data redundancy approaches that rely on the availability of thensa
information in different formats cannot be usedeheecause there is very
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little redundant information, and the informatiohat is repeated is
typically repeated in exactly the same way.

* Web basedapproaches that rely on voting systems need tbkirza of
answers found on the World Wide Web. However, ezl information
that can be used to supplement a technical masiwaky unlikely to ever
be published on the WWW (for reasons of intellekcpraperty), and if
related material is found, there is still the issfetechnical accuracy.
The amount of accurate data that can be used toebtechnical manual
is very likely to be insufficient for Web based apgches.

» Information extraction approaches that rely on the use of named-
entities are successful only in domains where lfasied questions are
dominant (e.g. Where can | buy a smoke detectyr? However,
questions over technical texts are mostly procdd(ea. ‘how do |
remove the lavatory smoke detector?”

By operating outside the TREC QA model, systemsireqiovel technigues.
This applies to generating multi-sentence answedefinitional questions (see
chapter 13) as well as biographical answers agtgdgacross multiple
documents (see chapter 14). For technical donthasnost obvious novelties
are the techniques for processing the terminoldglgeodomain.

3 How to exploit terminology (and why)

Where general knowledge ends, terminology provilesmeans to name
concepts and objects specific to the domain at.h&d the AMM, this includes
parts of the aircraft, tools and procedures acdogrfor more than 30% of the
running text. Extending everyday language to namdemain’s jargon produces
terms exhibiting the production rules of canonipbrases (Sager, 1990). For
example, terms behave like nominal compoundsipthd head is the rightmost
word, (i) only the head carries inflectional morphologyd i ) the compound
is a hyponym of its head. However, terms distisguhemselves by excluding
extra-linguistic (pragmatic or idiomatic) interpa&on.

Just as term formation is modelled as the intevadbetween tokens with
morpho-syntactic and semantic properties (Kage2682), so the reference of a
term is recovered by examining its context. Wharderm fits into the
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terminology depends on how its constituent tokemsract with each other. In
ExtrAns, this interaction identifies taxonomic ayhonymous relations.

The high frequency of terms in technical text pr@etitwo main problems
when locating answers:

The Parsing Problemis the difficulty of identifying phrasal boundasigshen
presented with Multiord Terms (MWTSs). The freqogrof tokens unknown
to a generic lexicon (e.gatetic¢) increases the number of possible parses for a
sentence. As lexical categories are ‘guessed’ ntimber of possible syntactic
parses for the sentence increases as the pamerooid combinations of the
tokens belonging to distinct phrases.

The Paraphrase Problem(Woods, 1997) resides in the imperfect knowledge
of users, who are not completely familiar with th@main terminology. Even
experienced users, who can be described as doxpénte, will not remember
the exact form of a term and use a paraphrasddpteethe underlying domain
concept. Besides, even in the documents themselageus paraphrases of the
same compound will appear, and they need to betifigeh as co-referent.
However, it is not enough to identify all parap@ssvithin the manual; novel
paraphrases might be created by the users eachthieyequery the system
(Rinaldi et al. 2003).

Overcoming these problems involves the extractibnthe document
collection’s terminology, its analysis to uncoveryasemantically related terms
and the exploitation of this knowledge during th& Qrocess. These three tasks
were performed for our QA system.

3.3 Extraction

Different sources of information, both internal arekternal, were
invaluable in the extraction process. First, salv&inds of external sources
(glossaries of abbreviations used in aircraft imguand different specifications
(ATA, 1997) were used. Internally, different typekstructures in AMM can
indicate the presence of a term. Some of the tammalready explicitly denoted
through the use of markup (e.g. element CONNAMEdonsumable material,
element TOOLNAME for tools etc). Other terms candetected making use of
recurring lexical patterns, such a$odtwer Transfer Unit (PTU) where
capitalized words are followed by an acronym inep#neses which can be
detected and properly processed using simple negyfaessions. However, the
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bulk of terminology is detected using the two separapproaches described
below.

The first approach is based on a stop-phrase medtiaidchunks certain
SGML-zones (titles, paragraphs) using a list of egen (non-terminological)
phrases, that often hint at the presence of arcadfjdaerm. For example, from
the task title: Check of the Electrical Bonding of External Compo$anels
with a CORAS Resistivity-Continuity Test”Sete cut the prepositions and
determiners to obtain the list of candidate terh@®hecK, “Electrical Bonding,
“External Composite Panelsand ‘CORAS Resistivity-Continuity Test "Set
Given the high incidence of technical terms in thaterial we are dealing with,
even such crude techniques provide interestingtsesu

The second approach is a fully automatic statisticathod (Dias et al.,
1999). This is very general, using no linguistialgsis, allowing n-grams to be
of any length and allowing them to be non-contigudue. they can contain
“holes”). It uses Mutual Expectation as an assmrianeasure, which evaluates
the cohesiveness of a multi-word unit and a cotegalled LocalMax to select
the candidate terms from the evaluated list. T$teobtained by the statistical
method of Mutual Expectation and LocalMax showesl tdsults of recall 44%
and precision 15%. For the list obtained by tlop-gthrase method the recall
was 66% and precision 12%. When combining the austi{the hybrid case),
the recall increased to 78% and precision becarffe 1@fter manual validation
a 1 million word corpus from the AMM yielded ove3,000 terms.

3.4 Analysis

Once the terminology of a domain is availablesihecessary to detect relations
among terms in order to exploit it. We have focuear attention in particular
to the relations of synonymy and hyponymy, which detected as described in
this section and gathered in a thesaurus. Thenmigg unit is a WordNet style
synset which includes strict synonymy as well asedhweaker synonymy
relations. These sets are further organized intsaahierarchy based on two
definitions of hyponymy.

Synonymy detection begins during tokenization to normateens that
contain punctuation by creating a punctuation fresion and recording that that
the two are strictly synonymous. Further processm involved in terms
containing brackets to determine if the brackevée@n is an acronym or simply
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TERM

cover strip electrical cable

electrical line
cargo door compartment door enclosure door
i | functional test
[=] ~ . operational check
'\ | fastner strip
stainless steel cover strip . - attachment strip
~ I
cargo compartment door ~ . ,
cargo compartment doors ~N door functional test
cargo-compartment door

cockpit door

Figure 2. The ExtrAns Thesaurus

optional. In the former case an acronym-free texgreated and the acronym is
stored as a synonym of the remaining tokens thatago it as a regular
expression. Morpho-syntactic processes such ad imearsion also identify
strict synonymy, like €argo compartment dobrand “door of the cargo
compartmerit Translating WordNet’s synset onto the termigylalefines three
weaker synonymy relations (Hamon and Nazarenkol RillQstrated in figure 2:
Head synonymy (node 7), modifier synonymy (noded) both (node 5). For a
description of the frequency and range of typeganiation present in the AMM
see (Rinaldi et al., 2002).

Hyponymy is defined as two distinct types: modifier additiproducing
“lexical hyponymy” and “WordNet hyponymy” translatdrom WordNet onto
the term set. As additional modifiers naturallynfioa more specific term, lexical
hyponymy is easily determined. Term A is a lexiocgbonym of term B if: A
has more tokens than B; the tokens of B keep trder in A and A and B have
the same head.This relation is exemplified in figure 2 betweeodes 1 and 8.
It permits multiple hyperonyms as node 9 is a hypoof both 2 and 3.

“WordNet hyponymy” is defined between terms linkbdough WordNet's
immediate hyperonym relation. The dashed branchégure 2 represent links
through modifier hyponymy where the terms shareomrmon head and the
modifiers are defined as immediate hyperonyms indMet. Nodes 3 and 4 are
both hyperonyms of 10. Similarlyfléor covering is a kind of ‘surface

2 This is simply a reflection of the compounding gess involved in creating more specific
(longer) terms from more generic (shorter) terms.
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protectiorf as “surfacé is an immediate hyperonym ofiéor” and “protectiorf
is an immediate hyperonym ofdvering.

Automatically discovering these relations acros826@erms from the
AMM produces 2770 synsets with 1176 lexical hypopytmks and 643
WordNet hyponymy links. Through manual validatioh 500 synsets, 1.2%
were determined to contain an inappropriate teArsimilar examination of 500
lexical hyponymy links identified them all as validHowever, out of 500
WordNet hyponymy links more than 35% were invaliy excluding the
WordNet hyponymy relation we obtain an accuratesdbeus of synsets related
through lexical hyponymy which is exploited by dQA system, ExtrAns.

4 ExtrAns

ExtrAns answers questions over technical domaindoding linguistic
knowledge from the documents and terminologicalWedge about a specific
domain. The original ExtrAns system was used tivaek answers to arbitrary
user queries over Unix documentation files. A&eb500+ unedited Unix man
pages has been used for this application (Moli&.e2000). Later, we tackled a
different domain, the Airplane Maintenance Manu@dVM) of the Airbus
A320. The highly specific nature of this domainvesll as an SGML-based
format and a much larger size (120MB) provided rapadrtant test-bed for the
scalability and domain independence of the systefn evaluation of the
guestion answering capabilities of ExtrAns agam$iaseline IR system (based
on the MRR measure) is presented in (Rinaldi e2ab?2).

4.1 Brief Description of the System

We have chosen a computationally intensive appré@acQuestion Answering.
First, all the documents are analysed in an o#-latage (see figure 3) and a
semantic representation of their contents is storedKnowledge Base (KB). In
an online phase (see figure 4), the semantic reptason which results from the
analysis of the user query is matched in the KB irsgathe stored
representations, locating those sentences thatbsater the query (see fig. 5).
The solution to th@arsing problem andparaphrase problem(section 3)
takes place during tokenization of the input streameplacing Multiword
Terms (MWT) with their synset identifier from théadsaurus produces two
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Figure 3: Generating the semantic representatitfin@processing)

MLF
Generator

results. First, a MWT is packed into a single ¢axitoken for parsing — reducing
the average number of parses per sentence by 4aXddl et al. 2002).
Second, any variant of the underlying concept sagented by the same synset
identifier producing an implicit ‘terminological nmalization’ of the domain.

Documents (in the off-line stage) and queriestfgan-line stage) are first
processed by a tokenizer and the terminology-psigsmodule described
above. Subsequent linguistic modules include aepaend grammar (an
adaptation of Sleator and Temperley, 1993), aglattsambiguator (inspired by
Brill and Resnik, 1994), and a pronominal anaptsmizer (inspired by Lappin
and Leass, 1994). From the output of the above teedtxtrAns derives one
logical form per sentence, or more if there areai@mg ambiguities.

4.2 Minimal Logical Forms

ExtrAns depends heavily on its use of logical formke ability of ExtrAns’
logical forms to underspecify makes them good adatds for NLP applications,
especially when the applications benefit from thlemantic comparison of
sentences (Copestake et al., 1997). In the casetAns, the logical forms only
encode the dependencies between verbs and thamangs, plus modifier and
adjunct relations. Information ignored is, amortgeos, quantification, tense
and aspect, temporal relations, plurality, and rlifda We have argued
elsewhere that overly detailed logical forms materiere with the answer
extraction mechanism and that additional informmatican be added
incrementally (Molla 2001). This is why ExtrAnsddical forms are called
Minimal Logical Forms (MLFs).
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Q"f” Linguistic
Synset Processing

document logical
orm

Semantic
Matching

Document
KB

Figure 4: Exploiting thesaurus and KB (online pssieg)

Document

Thesaurus

The MLFs use reification to allow different kind afodifications, very
much in the line of (Hobbs, 1985). The MLFs do naify all predicates, as
opposed to (Copestake et al.,, 1997). In the curimemplementation only
reification of objects, eventualities (events acates), and properties is used.
MLFs are expressed as conjunctions of predicatesreviall variables are
existentially bound and have wide scope. For exentpe MLF of the sentence
“A coax cable connects the external antenna to M€ @onnectiohis:

holds(el), object(coax_cable,ol,[x1]),
object(external_antenna,o2,[x2]),
object(ant_connection, o3, [x3]),
evt(connect,el, [x1,x2]), prop(to,pl,[el,x3]).

In other words, ExtrAns derives from the sentemced multi-word terms
and translates them into objects: x1 (a coax cak®jan external antenna), and
x3 (an ANT connection). The entity el represemtew@entuality derived from
the verb involving two objects, the coax cable #mel external antenna. The
entity el is used in the property derived from pinepositional phrase to assert
that the eventuality happens to x3, the ANT corinact

An advantage of ExtrAns’ MLFs is that they can b®doced with
minimal domain knowledge. This makes our technplegsily portable to
different domains. The only true impact of the d@imis during the
preprocessing stage of the input text and duriregaton of a thesaurus that
reflects the specific terms used in the chosen duntizeir lexical relations and
their word senses.
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~| WebExtrAns: Main wind ow | : |J
File oOptions Data: /home/ludwig/rinaldi/WEBEXTRANS/datafiles/airbus/
Query (all }):How is the distribution network supplied? 0K | Clear

(Score: [-1,1.000,0]
1 L/'DESCRIPTICN/3:In normal flight configuration, each IDG supplies
its own distribution network wia its Line Contactor (GLC).

Score: [-1,1.161,0]
S RRTRRATAE /DESCRIPTION/11:When the two engines run in normal conditions,
generator 1 and generator Z supply their owm network .

Figure 5: Example of interaction with the system

4.3 Answer Extraction

User queries are processed on-line and the regWidFs are proved by
deduction over the MLFs of document sentences gtamethe KB. More
specifically, the MLFs are translated into Prologdicates and Prolog’s theorem
prover is used to find the answers. For example,following Prolog goal is
generated for the questiokl6w is the external antenna connected?”

?7- object(external_antenna,02,[X2]),
evt(connect,E1l, [X1,X2]), object(anon_object,01,[X1]).

If a sentence in the document asserts that thenataentenna is connected
to or by something, the Prolog query will succeedhis something is the
anonymous object in the query. If there are novans or too few answers,
ExtrAns relaxes the proof criteria. First, hyporsyare added to the query terms.
Second, the system will attempt approximate matghim which the sentence
that has the highest overlap of predicates withgtrery is retrieved.

5 Conclusion

Technical domains present an interesting oppostdaitthe exploration of
content-based approaches to question-answering hale illustrated this point
using a system (ExtrAns) which uses a combinatiorobust NLP technology
and dedicated terminology processing to create madespecific Knowledge
Base, containing a semantic representation fomptbeositional content of the
documents. We have discussed why techniques tédypically used in data-
intensive Open Domain Question Answering systemaavoot work effectively
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in technical domains that have less data redundafrye of the major
differences between technical documents and operaishotexts is the major role
played by domain terminology in the former whichhgmares with the role of
Named Entities in Open Domain Question Answering.
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